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Abstract

We examine the problem of an elastic film bonded to an elastic substrate and subjected to compressive stress (induced by growth of the film or lateral compression of the whole system). Following the linear analysis previously carried out to determine the critical growth/compression ratio required to induce wrinkling in the film, we carry out a weakly-nonlinear analysis to derive an amplitude equation that describes the evolution of the wrinkling amplitude beyond the bifurcation point. We carry out a comprehensive numerical bifurcation analysis of the problem using the finite element method and show excellent agreements between the weakly-nonlinear analysis and the numerical experiments. We are also able to solve directly for the bifurcation point in our discretized system and characterize the effect of implementation details such as the aspect ratio of the computational domain on the observed bifurcation point. Finally, we explore solutions of the amplitude equation in the case that the wrinkling amplitude is allowed to vary over long spatial and/or temporal scales.
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1. Introduction

Understanding the post-buckling behavior of structures in solid mechanics is a problem of central importance. Failure modes such as plastic deformation and fracture vastly complicate the mathematical analysis of these problems in engineering contexts, but even when these added phenomena are cast aside, one is still left with the task of understanding the solution set of a highly nonlinear partial differential equation. Despite its inherent complexity, this field of study has continued to find new applications—especially in the study of soft materials, where buckling is not necessarily associated with failure. In particular, it is relevant in understanding situations involving growing biological materials [30] such as the morphogenesis of human brains [31], intestines [7], skin [20], and other organs [19, 45]; but also in traditional engineering contexts for the measurement of material properties [17], stimuli-responsive biomaterial design [11, 14], flexible electronics [40, 42] and optics [9].

One such structure that has gathered particular interest is the elastic bilayer: a thin, elastic film bonded to the top of a large, elastic substrate. It is well known, both experimentally and analytically,
that if the film is significantly stiffer than the substrate, sufficient compression or growth induced strain will cause the formation of a periodic wrinkling pattern to emerge.

A number of previous works have examined various formulations of this problem from different perspectives. Cai and Fu [13] offered one of the first in-depth treatments of the fully nonlinear elastic problem where both the film and substrate are modeled using neo-Hookean elasticity (or another hyperelastic constitutive relation). Subsequent works have examined substrate pre-stretch [15, 38], systems with smoothly varying stiffness [24, 23], systems with small stiffness contrasts [28], a secondary period-doubling bifurcation [26], strain-gradient materials [21], different compression modes [36] and three-dimensional pattern selection [16].

In part I of this work [1], we presented a unified framework based on the theory of morphoelasticity [30] to understand combined growth-compression problems and determining the critical growth and/or compression ratio threshold required for the formation of such wrinkling patterns in the presence of a variety of physical phenomena. In this work, we extend this analysis to the post-buckling regime using weakly-nonlinear analysis and provide numerical verification of its results.

We first briefly review the linear analysis presented in Alawiye et al. [1] before performing higher order perturbation analysis including a mode amplitude that can vary over slow spatial and temporal scales. At third order, we find a compatibility condition or amplitude relation that describes the evolution of the mode amplitude past the critical bifurcation parameter. We then detail a procedure for a finite element solution of our problem along with a numerical bifurcation analysis scheme to discover systematically and enumerate the nontrivial solution branches.

2. The model

2.1. General formulation

We model a morphoelastic bilayer (illustrated in Figure 1) as a growing incompressible neo-Hookean film of unit thickness (denoted $B_f$) attached to a semi-infinite incompressible neo-Hookean substrate (denoted $B_s$). We denote the ratio of the shear moduli of the two layers by $\beta := \mu_f/\mu_s$. In Alawiye et al. [1], we performed a linear analysis of this system under either growth with a multiplicative volume factor of $J := g^2$ given by

$$g(X) := \begin{cases} 
\gamma & X \in B_f \\
1 & X \in B_s 
\end{cases},$$

Figure 1: Geometry of the domain. The system is composed of a bilayer with an infinitely deep layer of width $2L$ bonded by a film of thickness 1. Considering only plane strain, the problem is reduced to the deformation of a two-dimensional system under either compression or growth causing wrinkling. The boundary conditions are: continuity of traction and displacement between the layers, sliding vertical boundaries with no detachment, traction free upper layer, and no displacement or detachment at infinity.
or lateral compression of the whole bilayer system with compression ratio \( \lambda \). In particular, we detailed how we can impose the elastic incompressibility condition exactly with a stream function construction, thus avoiding the use of Lagrange multipliers. The stream function \( \Psi \) operates on a mixture of the reference coordinates \((X,Y)\) and the deformed coordinates \((x,y)\). The theory is equivalent for either choice of mixed coordinates, but it is mathematically convenient to use \((x,Y)\) for the particular geometry in question. We refer to this article for the details of the construction but we recall that the deformation gradient can be written in terms of a stream function \( \Psi(x,Y) \) as follows:

\[
F = \frac{1}{J} \begin{pmatrix} \frac{J}{\partial x} & -\frac{\partial Y}{\partial x} \\ J & \lambda^{-1} \left( (\partial_x \Psi)^2 \partial_{xx} \Psi \right) \end{pmatrix}.
\]  

(2.2)

Substituting this into the neo-Hookean energy density

\[
W(A) = \mu \frac{1}{2} \text{tr} \left( AA^T - I \right),
\]

\( A = F \left( \lambda^{1-g^{-1}} 0 \right), \)

(2.3)

yields a minimization problem of the following form for each layer:

\[
\min_{\Psi \in \Phi} \tilde{I}(\Psi) := \int_{\tilde{B}} \mu \frac{1}{2} \lambda^3 \partial_{xx} \Psi \left[ -2J\lambda^2 (\partial_{xY} \Psi)^2 + (\partial_{xY} \Psi)^4 - 2\partial_{Y} \Psi (\partial_{xY} \Psi)^2 \partial_{xx} \Psi + 
J^2 \lambda^2 \left( \lambda^2 + (\partial_{xx} \Psi)^2 \right) \right] \, dx \, dy,
\]

(2.4)

where \( \Phi \) is the set of admissible stream functions, \( \tilde{B} \) is the domain in mixed coordinates and \( \mu \) is the shear modulus. We can then compute the Euler-Lagrange equations corresponding to the minimization problems:

\[
\frac{\partial^2}{\partial x^2} \left( \frac{\partial f}{\partial \partial_{xx} \Psi} \right) + \frac{\partial^2}{\partial x \partial Y} \left( \frac{\partial f}{\partial \partial_{xY} \Psi} \right) + \frac{\partial^2}{\partial Y^2} \left( \frac{\partial f}{\partial \partial_{Y} \Psi} \right) = 0,
\]

(2.5)

After perturbation expansions \( \Psi = \Psi^{(0)} + \epsilon \Psi^{(1)} \) around the trivial solution \( \Psi^{(0)}(x,Y) = JxY \) and periodic decompositions \( \Psi^{(1)}(x,Y) = \sin(kx) h^{(1)}(Y) \), we arrive at a system of two fourth order, linear ODE coupled through their boundary conditions (given in Appendix A). In the growth case, the application of these boundary conditions yields a solubility condition of the form

\[
M(k, \gamma, \beta) c = 0,
\]

(2.6)

where our system only has non-trivial solutions if \( \det M = 0 \). Asymptotic or numerical solution of this condition yielded critical values \( k_{cr} \) and \( \gamma_{cr} \) for the wavenumber and growth factor respectively as functions of \( \beta \) (shown in Figure 2). A condition of the same form was computed for the compression case, yielding a critical compression ratio \( \lambda_{cr} \). Note that the amplitude of the wrinkling solutions is left undetermined at this point.
Figure 2: Critical value of growth and wavenumber as a function of $\beta^{-1}$ (asymptotic approximations shown dashed). Critical solutions exist for $\beta > \beta_{\text{min}} \approx 1.9^{-1}$ after which, the Biot instability is the dominant instability.

3. Derivation of the amplitude relation

3.1. Growth case

We first focus on the growth case and extend our previous analysis by including higher order terms in our perturbation expansion of the stream function. This will allow us to derive a so-called amplitude equation, the solutions of which specify the as-of-yet undetermined amplitude of the oscillatory solutions. At this point, we also allow the amplitude to depend on a far spatial $\zeta := \epsilon x$ and a slow temporal variable $\tau := \epsilon t$ that evolve over longer length and time scales than the oscillations themselves. We consider perturbations of the form

$$\Psi = \Psi^{(0)} + \epsilon \Psi^{(1)} + \epsilon^2 \Psi^{(2)} + \epsilon^3 \Psi^{(3)},$$

and furthermore perturb the critical parameter

$$\gamma = \gamma_{cr}(1 + \epsilon^2 \gamma_1).$$

We then take periodic decompositions of the form

$$\Psi^{(1)}(x,Y,t) = a(x,\epsilon t)h^{(1,1)}(Y)e^{ikx} + \text{c.c.},$$

$$\Psi^{(2)}(x,Y,t) = a(x,\epsilon t)^2 h^{(2,2)}(Y)e^{2ikx} + \partial_\zeta a(x,\epsilon t)h^{(2,1)}(Y)e^{ikx} + \text{c.c.},$$

$$\Psi^{(3)}(x,Y,t) = a(x,\epsilon t)^3 h^{(3,3)}(Y)e^{3ikx} + 2a(x,\epsilon t)\partial_\zeta a(x,\epsilon t)h^{(3,2)}(Y)e^{2ikx} + \partial_\zeta \partial_\zeta a(x,\epsilon t)h^{(3,1)}(Y)e^{ikx} + \text{c.c.},$$

where c.c. denotes the complex conjugate of all preceding expressions. To deal with the added slow dynamics of the system, we replace our neo-Hookean energy density $W$ with the Lagrangian density

$$\frac{1}{2\rho} \left| \frac{\partial X}{\partial t} \right|^2 - W(A).$$
To use this in our formulation, we must be able to express the kinetic energy of the system in terms of stream functions. We can compute the components of the time derivative of the displacement as

$$\frac{\partial x}{\partial t} = -\frac{\partial Y}{\partial x} \Psi,$$
$$\frac{\partial y}{\partial t} = \frac{1}{\lambda} \left( \frac{\partial_x \Psi - \frac{\partial}{\partial x} \frac{\partial_x \Psi}{\partial \Psi} \right).$$

(3.5)

Combining these expressions with (3.4), we can write the Lagrangian of the system in the form

$$\tilde{L}(\Psi) = \int B f(\partial_{xx} \Psi, \partial_{xx} \Psi, \partial_{YY} \Psi, \partial_{xt} \Psi, \partial_{zt} \Psi) \, dx \, dy.$$  

(3.6)

The Euler-Lagrange equations are then given by

$$\frac{\partial^2}{\partial x^2} \left( \frac{\partial f}{\partial \left( \partial_{xx} \Psi \right)} \right) + \frac{\partial^2}{\partial x \partial Y} \left( \frac{\partial f}{\partial \left( \partial_{yy} \Psi \right)} \right) + \frac{\partial^2}{\partial Y^2} \left( \frac{\partial f}{\partial \left( \partial_{YY} \Psi \right)} \right) + \frac{\partial^2}{\partial x \partial t} \left( \frac{\partial f}{\partial \left( \partial_{xt} \Psi \right)} \right) + \frac{\partial^2}{\partial Y \partial t} \left( \frac{\partial f}{\partial \left( \partial_{yt} \Psi \right)} \right) = 0,$$

(3.7)

The linear analysis we have already carried out is unchanged by these modifications (although we relabel $h^{(1,1)}_l$ as $h^{(1,1)}_l$ and $c_i$ as $c^{(1,1)}_i$), so we proceed to the second order. After substituting (3.1) into (2.5), the Euler-Lagrange equations for the first mode at second order in $\epsilon$ read

$$\frac{d^4 h^{(2,1)}_l}{dY^4} - \frac{k^2}{\gamma_{cr}^4} \frac{d^2 h^{(2,1)}_l}{dY^2} + \frac{\gamma_{cr}^4 k^4 h^{(2,1)}_l}{dY^2} = -2ik(1 + \gamma_{cr}^4) \frac{d^2 h^{(1,1)}_l}{dY^2} + 4i k^3 \gamma_{cr}^4 h^{(1,1)}_l,$$

(3.8)

$$\frac{d^4 h^{(2,1)}_s}{dY^4} - 2k^2 \frac{d^2 h^{(1,1)}_s}{dY^2} + k^4 h^{(2,1)}_s = -4ik \frac{d^2 h^{(1,1)}_s}{dY^2} + 4ik^3 h^{(1,1)}.$$

We also obtain a complex conjugate set of equations. On substitution of the first order solution, we can write each of the equations (3.8) in the form

$$L^{(1)}[h^{(2,1)}] = \mathcal{F}^{(2,1)},$$

(3.9)

where $L^{(n)}$ is one of the linear differential operators

$$L^{(n)}_l[h] := \frac{d^4 h}{dY^4} - (nk)^2(1 + \gamma_{cr}^4) \frac{d^2 h}{dY^2} + \gamma_{cr}^4 (nk)^4 h,$$
$$L^{(n)}_s[h] := \frac{d^4 h}{dY^4} - 2(nk)^2 \frac{d^2 h}{dY^2} + (nk)^4 h,$$

(3.10)

and $\mathcal{F}^{(2,1)}$ represents a (known) scalar, nonlinear function of $\beta$ (through $\gamma_{cr}$ and $k$). The equations
for the second mode at second order can also be written in a similar form:

\[ \mathcal{L}^{(2)}[h^{(2,2)}] = \mathcal{F}^{(2,2)}. \]  

(3.11)

We can then solve these equations exactly using computer-based symbolic algebra as the particular integrals are straightforward but intractable by hand. By again considering decay conditions of the form \( Y \rightarrow \infty \) we obtain the general solutions

\[
\begin{align*}
    h_t^{(2,1)}(Y) &= c_1^{(2,1)} e^{-kY} + c_2^{(2,1)} e^{kY} + c_3^{(2,1)} e^{-2kY} + c_4^{(2,1)} e^{2kY} + g_t^{(2,1)}, \\
    h_s^{(2,1)}(Y) &= c_5^{(2,1)} e^{kY} + c_6^{(2,1)} e^{-kY} + g_s^{(2,1)},
\end{align*}
\]

(3.12)

and

\[
\begin{align*}
    h_t^{(2,2)}(Y) &= c_1^{(2,2)} e^{-2kY} + c_2^{(2,2)} e^{2kY} + c_3^{(2,2)} e^{-kY} + c_4^{(2,2)} e^{kY} + g_t^{(2,2)}, \\
    h_s^{(2,2)}(Y) &= c_5^{(2,2)} e^{2kY} + c_6^{(2,2)} e^{-2kY} + g_s^{(2,2)},
\end{align*}
\]

(3.13)

where each \( g \) is a (known) scalar, nonlinear function of \( k(\beta) \) and \( \gamma_{cr}(\beta) \). To determine the arbitrary coefficients in (3.12) and (3.13), we must apply the boundary conditions (we omit their precise form for brevity) to obtain two inhomogeneous systems of linear equations of the form

\[
\begin{align*}
    M^{(2,1)} c^{(2,1)} &= \mathcal{H}^{(2,1)}, \\
    M^{(2,2)} c^{(2,2)} &= \mathcal{H}^{(2,2)},
\end{align*}
\]

(3.14)

and

(3.15)

for some (known) nonlinear, vector-valued functions \( \mathcal{H} \) of \( k(\beta), \gamma_{cr}(\beta) \) and \( \beta \). On closer inspection, we find that \( M^{(2,1)} \) is singular and so we must establish whether any solutions to (3.14) do in fact exist. The Fredholm alternative tells us that the system has a solution if and only if every \( \xi \) in the null space of \( M^{(2,1)} \) satisfies

\[ \xi \mathcal{H}^{(2,1)} = 0. \]

(3.16)

This condition is satisfied identically and we can proceed to third order.

After substituting (3.1) and the computed first and second-order solutions into (2.5), the Euler-Lagrange equations for the first mode at third order in \( \epsilon \) can be written in a similar form to (3.9):

\[ \mathcal{L}^{(1)}[h^{(3,1)}] = \mathcal{F}^{(3,1)}. \]

(3.17)

We finally see the impact of the perturbed growth factor in (3.2) as \( \mathcal{F}^{(3,1)} \) is a function of \( \gamma_1 \) in addition to \( \gamma_{cr}(\beta) \) and \( k(\beta) \). We then obtain the general solutions

\[
\begin{align*}
    h_t^{(3,1)}(Y) &= c_1^{(3,1)} e^{-kY} + c_2^{(3,1)} e^{kY} + c_3^{(3,1)} e^{-2kY} + c_4^{(3,1)} e^{2kY} + g_t^{(3,1)}, \\
    h_s^{(3,1)}(Y) &= c_5^{(3,1)} e^{kY} + c_6^{(3,1)} e^{-kY} + g_s^{(3,1)},
\end{align*}
\]

(3.18)

with \( g_t^{(3,1)} \) featuring dependence on \( \gamma_1 \) in addition to \( k(\beta) \) and \( \gamma_{cr}(\beta) \). On applying the boundary conditions, we find a mismatch that will allow us to constrain the amplitude of the oscillations of our solution. The inhomogeneous system of linear equations for the arbitrary coefficients in (3.18) is of the form

\[ M^{(3,1)} c^{(3,1)} = \mathcal{H}^{(3,1)}, \]

(3.19)

where \( \mathcal{H}^{(3,1)} \) contains the \( \gamma_1 \) dependence. On left-multiplying both sides of (3.19) by a vector \( \xi \) from
the left nullspace of the singular matrix $M^{(3,1)}$, we obtain

$$\xi H^{(3,1)} = 0. \quad (3.20)$$

Closer inspection reveals that $(3.20)$ is an equation of the form

$$\partial_\tau a - C_2 \partial_{\xi^2} a = C_0 \gamma_1 a + C_1 |a|^2 a, \quad (3.21)$$

where $C_0$, $C_1$ and $C_2$ are real-valued functions of $\beta$. This equation is a nonlinear Klein-Gordon equation, typical for pitchfork bifurcations in spatially-extended conservative problems found in solid mechanics (see e.g. [43, 32]).

For instance, substituting in the previously computed critical parameter values for $\beta = 10$ yields $C_0 \approx 4.75$ and $C_1 \approx -0.05$. In the case of constant amplitude, nontrivial solutions for $a$ are given by

$$|a|^2 = -\frac{C_0}{C_1} \gamma_1. \quad (3.22)$$

It is immediately apparent that the sign of $C_0$ and $C_1$ is of particular importance in determining the type of bifurcation [13, 29]. Indeed a direct analysis for the existence of homogeneous solutions of this amplitude equation shows that the bifurcation will be subcritical for values of $C_1 > 0$ and supercritical for values of $C_1 < 0$. We plot the dependence of $C_0$ and $C_1$ on $\beta$ in Figure 3 and track the changes in sign that signify qualitative changes in physical behavior.

Recalling that we must have $\beta > \beta_{\text{min}} \approx 1.9^{-1}$ for the instability to take place, the bifurcation is subcritical for

$$\beta_{\text{min}} < \beta < 0.95^{-1} \quad (3.23)$$

and supercritical for

$$\beta > 0.95^{-1} \quad (3.24)$$

We can now focus on the particular parameter value $\beta_{ss} \approx 0.95^{-1}$ where the bifurcation goes from supercritical to subcritical. We return to the critical solutions of the dispersion relation illustrated in...
Figure 2 and identify the critical growth factor $\gamma_{ss} \approx 1.576$ associated with $\beta_{ss}$ (shown in Figure 4).

3.1.1. On creasing

It has long been known that homogeneous soft elastic solids under compressive stress will undergo a creasing instability—the development of localized, self-contacting cusps on the free surface—rather than a wrinkling instability, thus avoiding the quandary of wrinkling length scale posed by Biot [8]. It has been well documented in the experimental and numerical literature that for bilayers with a sufficiently soft upper layer, we also see a creasing instability (see Wang and Zhao [53]).

At the point of the super-to-sub transition, the strain in the upper layer of the homogeneous trivial solution is given by $1 - \gamma_{ss}^{-1} \approx 0.365$. This is noteworthy by virtue of the fact that it corresponds almost exactly to the critical strain associated with some experimental studies on creasing in soft polymers [52, 51] (a summary of significant results in the literature can be found in Table 1). While our analysis does not yet constructively say anything about the formation of creases, the coincidence of the computed value of strain at the point at which wrinkling becomes unstable and the observed value for strain for which we expect a homogeneous medium to crease suggests that these phenomena might be related, or at least that these two instabilities may interact in the nonlinear regime.

3.1.2. Verification of the amplitude relation

Clearly, $a \equiv 0$ is always a solution of (3.21). For values of $\gamma_1$ close to 0 in the supercritical case, we expect $a$ to remain small and so we can then neglect the cubic term in our examination of the amplitude near the bifurcation point. Hence, in the static case we are interested in solutions of the linear ODE

$$\mathcal{E}_2 \partial_\zeta a + \mathcal{E}_0 \gamma_1 a = 0,$$

which has general solution

$$a(\zeta) = c_1 \sin(\sqrt{\mathcal{E}_0 \mathcal{E}_2^{-1} \gamma_1} \zeta) + c_2 \cos(\sqrt{\mathcal{E}_0 \mathcal{E}_2^{-1} \gamma_1} \zeta).$$
Table 1: Previous results on strain required for creasing

<table>
<thead>
<tr>
<th>Reference</th>
<th>Creasing strain</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>0.364</td>
<td>theory: asymptotic matching</td>
</tr>
<tr>
<td>18</td>
<td>0.362</td>
<td>theory: asymptotic matching</td>
</tr>
<tr>
<td>39</td>
<td>0.35–0.36</td>
<td>simulation: finite element</td>
</tr>
<tr>
<td>23</td>
<td>0.35</td>
<td>simulation: finite element</td>
</tr>
<tr>
<td>34</td>
<td>0.35</td>
<td>simulation: finite element</td>
</tr>
<tr>
<td>35</td>
<td>0.354</td>
<td>simulation: finite element</td>
</tr>
<tr>
<td>55</td>
<td>0.35</td>
<td>simulation: finite element</td>
</tr>
<tr>
<td>37</td>
<td>0.35</td>
<td>simulation: finite element</td>
</tr>
<tr>
<td>51</td>
<td>0.33–0.38</td>
<td>experiment: PDMS</td>
</tr>
<tr>
<td>53</td>
<td>0.36</td>
<td>experiment: elastomer</td>
</tr>
<tr>
<td>39</td>
<td>0.37</td>
<td>experiment: PDMS</td>
</tr>
<tr>
<td>52</td>
<td>0.33</td>
<td>experiment: hydrogel</td>
</tr>
</tbody>
</table>

On examination of the linear order of the periodic decomposition of the stream function found in (3.3), we see that the periodic behavior is modulated by the changing amplitude. More precisely, through use of Euler’s formula, we see that we can rewrite $\Psi^{(1)}$ as a sum of terms of the form

$$ce^{(\pm k_{\epsilon} \pm \sqrt{C_0 C_1} \gamma_{1})ixh^{(1,1)}(Y)}.$$  \hspace{1cm} (3.27)

Thus, the change in wavenumber $\delta := \epsilon^{-1}(k - k_{cr})$ is related to the change in growth factor by the relation

$$\delta^2 = \frac{C_0}{C_1} \gamma_{1}.$$  \hspace{1cm} (3.28)

We can compute the relationship between $\delta$ and $\gamma_{1}$ in an alternate manner by returning to the dispersion ratio. If we perturb (2.6) by changing $\gamma$ as prescribed in (3.2) and $k$ as $k = k_{cr} + \epsilon \delta$, at second order in $\epsilon$ we obtain a closed form expression of the same form as (3.28). While it is computationally intractable to verify their equality analytically due to the form of $C_0$ and $C_1$, we can show their excellent agreement numerically.

3.2. Compression case

We can perform the same computations in the case of pure lateral compression. We perturb the critical compression ratio

$$\lambda = \lambda_{cr}(1 + \lambda_{1}),$$  \hspace{1cm} (3.29)

and take the same periodic decompositions (3.3). The Euler-Lagrange equations for the first mode at second order now read

$$\lambda_{cr}^2 \frac{d^4 h_{i}^{(2,1)}}{dY^4} - k^2(1 + \lambda_{cr}^4) \frac{d^2 h_{i}^{(2,1)}}{dY^2} + \lambda_{cr}^2 k^4 h_{i}^{(2,1)} = -2i \lambda_{cr}^4 \frac{d^2 h_{i}^{(1,1)}}{dY^2} + 4i k^3 \lambda_{cr}^2 h_{i}^{(1,1)},$$  \hspace{1cm} (3.30)

$$\lambda_{cr}^2 \frac{d^4 h_{s}^{(2,1)}}{dY^4} - k^2(1 + \lambda_{cr}^4) \frac{d^2 h_{s}^{(2,1)}}{dY^2} + \lambda_{cr}^2 k^4 h_{s}^{(2,1)} = -2i \lambda_{cr}^4 \frac{d^2 h_{s}^{(1,1)}}{dY^2} + 4i k^3 \lambda_{cr}^2 h_{s}^{(1,1)},$$  \hspace{1cm} (3.30)

and the family of linear differential operators corresponding to (3.10) is given by

$$L_{i}^{(n)}[h] = L_{s}^{(n)}[h] := \lambda_{cr}^2 \frac{d^4 h}{dY^4} - (nk)^2(1 + \lambda_{cr}^4) \frac{d^2 h}{dY^2} + \lambda_{cr}^2(nk)^4 h.$$  \hspace{1cm} (3.31)
The general solutions of the Euler-Lagrange equations at second order are given by

\[ h^{(2,1)}_f(Y) = c_1^{(2,1)}e^{-k\lambda_{cr}^{-1}Y} + c_2^{(2,1)}e^{k\lambda_{cr}^{-1}Y} + c_3^{(2,1)}e^{-k\lambda_{cr}Y} + c_4^{(2,1)}e^{k\lambda_{cr}Y} + \mathcal{G}^{(2,1)}_f, \]

\[ h^{(2,1)}_s(Y) = c_5^{(2,1)}e^{k\lambda_{cr}^{-1}Y} + c_6^{(2,1)}e^{k\lambda_{cr}Y} + \mathcal{G}^{(2,1)}_s, \]

and

\[ h^{(2,2)}_f(Y) = c_1^{(2,2)}e^{-2k\lambda_{cr}^{-1}Y} + c_2^{(2,2)}e^{2k\lambda_{cr}^{-1}Y} + c_3^{(2,2)}e^{-2k\lambda_{cr}Y} + c_4^{(2,2)}e^{2k\lambda_{cr}Y} + \mathcal{G}^{(2,2)}_f, \]

\[ h^{(2,2)}_s(Y) = c_5^{(2,2)}e^{2k\lambda_{cr}^{-1}Y} + c_6^{(2,2)}e^{2k\lambda_{cr}Y} + \mathcal{G}^{(2,2)}_s, \]

where each \( \mathcal{G} \) is a scalar, nonlinear function of \( k(\beta) \) and \( \lambda_{cr}(\beta) \). Repeating the previously detailed procedure for the third order equations yields an amplitude relation of the form

\[ \partial_{\tau\tau} a - \mathcal{C}_2 \partial_{\xi\xi} a = \mathcal{C}_0 \lambda_1 a + \mathcal{C}_1 |a|^2 a. \]

Once more, supercritical solutions correspond to negative values of \( \mathcal{C}_1 \) (note that we are concerned with negative values of \( \lambda_1 \)). Plots of the coefficients \( \mathcal{C}_0 \) and \( \mathcal{C}_1 \) are given in Figure 5.

![Figure 5: \( \mathcal{C}_0 \), \( \mathcal{C}_1 \) and \( \mathcal{C}_2 \) as functions of \( \beta^{-1} \) in the compression case](image)

We see that the transition from supercritical to subcritical behavior with decreasing \( \beta \) occurs at \( \beta_{ss} \approx 0.571^{-1} (\beta_{ss}^{-1} \approx 1.75) \), which corresponds to a critical compression ratio of \( \lambda_{ss} \approx 0.6747 \). Our computed value of \( \beta_{ss} \) is close to, but differs slightly from the previously reported values of 1.74 \([13]\) and 1.73 \([38]\). The difference may be due to a difference in the ansatz that we use (the base solutions are not strictly equivalent since we use a mixed-coordinates system). It should also be noted that the critical compression ratio agrees less well with the critical strain reported in creasing experiments. However, this is still consistent with these experimental observations—we show that when the wrinkling instability is stable, the critical strain required for wrinkling is always lower than the experimentally reported strain required for creasing.

We have now successfully characterized the behavior of the wrinkling amplitude in the immediate post-buckling regime, but to probe the behavior of solutions further past the bifurcation point, we
4. Numerical bifurcation analysis

In addition to the analytical calculations presented above, we carried out a systematic program of numerical experiments to explore the post-buckling regime in the growth case. In contrast to the approach used above, these finite element method computations were carried out without the use of the stream function construction—while this made the analysis more tractable, the full nonlinearity it introduces into (2.5) makes it unattractive for discretization. Instead, we adopted a mixed displacement-pressure formulation and imposed the incompressibility constraint with a Lagrange multiplier.

Another difference between the approaches comes from the nature of the domain. In our analytical calculations, we made use of a semi-infinite domain as an idealized model of the physical situation. Discretizing such domains is subtle, so we choose to truncate it in the Y direction at some point. Various numerical studies [15, 39] suggest that a substrate ten times thicker than the film is sufficiently deep to negate any possible interaction between the bottom of the substrate and any wrinkles on the surface of the film as we expect the displacements to decay exponentially in the negative Y direction. Additionally, we must choose a boundary condition to apply to the bottom of the substrate, which we choose to be zero displacement (although zero traction might also be appropriate). On the sides of the domain, we allow the material to slide freely up the “walls” of the domain, but not to penetrate through them (the displacement in the X direction must vanish). A further difficulty arises from the width of the domain: in our analysis, we were able to choose this a posteriori to fit an integer number of wrinkles into it—a luxury we are not afforded in the numerical setting. We can inform our choice of domain size using the results of our perturbation analysis, but this will preclude us from independently verifying it.

Based on the above considerations, we restate our minimization problem:

\[
\min_{u \in \mathcal{U}, p \in L^2(B; \mathbb{R})} I(u, p) := \int_B \left( \frac{\mu}{2} \det G (\text{tr } AA^T - \text{tr } I) - p(\det A - 1) \right) dX. \tag{4.1}
\]

where \( B = (-L, L) \times (-10, 1) \) for some \( L > 0 \), \( G = gI \), \( A = I + \frac{\partial u}{\partial X} \) and the set of admissible displacements is given by

\[ \mathcal{U} = \{ u \in H^1(B; \mathbb{R}^2) : u(\cdot, -10) = (0,0), u(\pm L, \cdot) = 0 \}, \tag{4.2} \]

where \( u(X) = (u(X,Y), v(X,Y)) \) and evaluation on the boundary is understood in the sense of traces. As usual, we compute solutions of (4.1) by solving the Euler-Lagrange equation

\[
\delta I = 0, \tag{4.3}
\]

varying in \( u \) and \( p \) simultaneously.

After unreported numerical experiments, we settled on using the Scott-Vogelius \((CG_k)^2 \times DG_{k-1}\) mixed finite element on an unstructured triangular mesh with a single iteration of barycentric mesh refinement applied to it, yielding a total of 141,730 degrees of freedom for each PDE solve for \( k = 2 \). The mesh was graded in such a way that the vast majority of resolution was concentrated in the film; the predicted exponential decay in the displacement in the substrate allowed for a very coarse mesh towards the bottom of the computational domain. The choice of finite element discretization comes from both considerations of stability and effective imposition of the nonlinear incompressibility.
condition. Braess and Ming [10] demonstrated that any pair of spaces that is stable for the Stokes problem will also be stable for incompressible hyperelasticity. The Scott-Vogelius element pair has been shown by Arnold and Qin [3] to be stable for the 2D Stokes problem on barycentrically refined meshes for \( k \geq 2 \) and enjoys a number of advantageous properties (see Olshanskii and Rebholz [48]) such as exact imposition of the divergence-free constraint found in the incompressible formulation of the problem. While achieving exact discrete enforcement of the nonlinear constraint in this formulation is not possible, we noted a two order of magnitude reduction in the constraint residual
\[
\| \det A - 1 \|_{L^2(B;\mathbb{R})},
\] (4.4)
compared to the more common Taylor-Hood element. For a detailed exposition of the substantial effects that poor enforcement of the incompressibility constraint can have on the computation of bifurcation points for problems in elasticity, we refer to Auricchio et al. [1].

4.1. Computation of bifurcation diagrams

We wish to understand the evolution of the solution set of the PDE as its parameters are varied. The main tool we apply is deflated continuation, an algorithm that advantageously combines two existing techniques in nonlinear PDE analysis: deflation and continuation.

Deflation can be summarized as the positive answer to the following question:

Given a solution \( z^* \) to a nonlinear PDE problem \( F \), can we (under reasonable conditions) define a new problem \( G \) that satisfies the conditions below?

1. applying Newton’s method to \( G \) will not yield \( z^* \);
2. for \( z \neq z^* \), \( z \) solves \( F \) ⇔ \( z \) solves \( G \).

This is achieved by systematically introducing singularities to the problem that will prevent the rediscovery of \( z^* \) by Newton’s method. This technique was developed by Farrell, Birkisson and Funke [25] as an adaptation of the approach developed by Brown and Gearheart [11] for the solution of nonlinear algebraic equations.

Continuation methods are a classical tool in bifurcation analysis. Given a nonlinear equation
\[
F(z, \gamma) = 0,
\] (4.5)
with parameter \( \gamma \in \mathbb{R} \), suppose we have found a solution \( z_0^* \) for a particular \( \gamma_0 \) and wish to now solve the equation for a slightly perturbed parameter value, say \( \gamma_1 = \gamma_0 + \Delta \gamma \). There are several approaches to this problem, the most obvious of which is zero-order continuation. For this, we simply use \( z_0^* \) as the initial guess for the solution at \( \gamma = \gamma_1 \).

The two procedures are combined as follows. Given a bifurcation problem [4.5], we specify a range of parameter values \([\gamma_{\text{min}}, \gamma_{\text{max}}]\) of interest and a continuation step size \( \Delta \gamma \). Then, starting from \( \gamma = \gamma_{\text{min}} \), we first perform zero-order continuation followed by deflation on each of the known solutions for the current value of \( \gamma \). We then search for new solutions using Newton’s method, with one initial guess for each of the previous solutions. If we find another solution, we can deflate it and repeat our search from the same initial guess until Newton’s method fails to converge. Finally, we increment \( \gamma \) by \( \Delta \gamma \) and repeat the whole process until we reach \( \gamma_{\text{max}} \). The main advantage of this approach is that it allows for the detection of disconnected branches, so long as they are close to known ones.
4.2. Numerical results

We discretized and numerically solved the Euler-Lagrange equation (4.3) using Firedrake [49] and PETSc [5]. We considered 19 values of the inverse stiffness ratio $\beta^{-1}$ between 0.05 and 0.95. For each fixed value of $\beta$, we applied deflated continuation in $\gamma$ for an appropriate subset of $[1, 1.6]$. We used a non-uniform spacing of values with the density of continuation points increasing with proximity to an asymptotic approximation of the critical growth value $\gamma_{cr}$. Each solve of the nonlinear PDE was performed using Newton’s method, with the linear system arising at each Newton iteration solved using the sparse LU factorization algorithm of MUMPS [2].

![Example numerical wrinkling solution for $\beta = 4, \gamma = 1.303$ (colored by strain—we can see the mesh because the strain approximation is discontinuous)](image)

We were able to discover the primary wrinkling bifurcation and continue solutions past the critical growth parameter for the full range of stiffness ratios considered. An example of a post-bifurcation wrinkling solution for an intermediate value of $\beta$ is shown in Figure 6. For each stiffness ratio, we can then compute the evolution of the observed wrinkling amplitude of the numerical solutions as $\gamma$ is increased past $\gamma_{cr}$ by computing

$$a_{obs} = \|v\|_{L^\infty([Y=1]; \mathbb{R})} - (\gamma^2 - 1).$$

(4.6)

This was then compared (see Appendix B) to the corresponding solutions of the static amplitude equation (3.22) (an example is shown in Figure 7) and found to be in excellent agreement with no fitting parameters in most cases. However, for some stiffness ratios we found that the bifurcation did not occur until slightly after the predicted critical value of $\gamma$ (although the shape of the bifurcating branch remained correct). To investigate this phenomenon further, we turned to direct methods for determining where the first instance of a non-trivial solution branch occurs in the numerics.

4.3. Direct computation of the primary bifurcation point

While the computations described in the previous section allow us to examine the post-buckling behavior of the system past the bifurcation point, it is somewhat difficult to see precisely where the pitchfork begins. However, we can identify the bifurcation point of the discretized system by solving
an extended set of equations known as the Moore-Spence system (introduced by Moore and Spence [47]).

The essential idea is to treat the bifurcation parameter $\gamma$ in (4.5) as a variable we wish to solve for and augment the equation with the requirement that the derivative of the residual in the $z$ direction is not invertible (and hence has a normalized eigenvector $w$ with eigenvalue 0). Mathematically the combined system can be written as: find $z, \gamma, w \in \mathbb{Z} \times \mathbb{R} \times \mathbb{Z}$ such that

\begin{align*}
  F(z, \gamma) &= 0, \quad &\text{(4.7a)} \\
  F_z(z, \gamma)w &= 0, \quad &\text{(4.7b)} \\
  \|w\| &= 1. \quad &\text{(4.7c)}
\end{align*}

In order to solve a discretization of this system using Newton’s method, an initial guess must be carefully constructed. First, we solve (4.7a) for $z$ using the following asymptotic approximation for $\gamma_{cr}$ for our chosen value of $\beta$ (see [11] for its derivation):

$$
\gamma_{cr}^2 \approx 1 + \frac{3^{2/3}}{2} \beta^{-2/3} + \frac{2 \cdot 3^{1/3}}{5} \beta^{-4/3} + \frac{201}{2800} \beta^{-2}.
$$

(4.8)

We then use this computed $z$ to solve the generalized eigenvalue problem

$$
F_z(z, \gamma)w = rw,
$$

(4.9)

for the eigenmode $w$ associated with the minimal eigenvalue $r$ using the SLEPC [33] implementation of the Krylov-Schur algorithm [50]. We can then combine our approximate $z, \gamma_{cr}$ and $w$ to form an initial guess for Newton’s method applied to the complete Moore-Spence system (4.7).
4.3.1. Effect of computational domain aspect ratio

Due to the finite width of our computational domain and our enforcement of sliding boundary conditions on the vertical walls, we are constrained to only ever realize an integer number of wrinkling periods in the numerical solutions we find. This both makes it difficult to verify precisely the predictions regarding wavenumber from the linear analysis and has the effect of delaying the bifurcation slightly past the predicted critical growth threshold. To examine this effect more closely, we can introduce an aspect ratio parameter \( \alpha \) in order to transform the computational domain from width \( 2L \) to \( 2\alpha L \) while keeping the height of both layers the same. We apply the simple coordinate transform

\[
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Figure 8: Error in computed bifurcation point as a function of aspect ratio $\alpha$ for $\beta = 2.5$

Figure 9: Computed critical growth factor as a function of $\beta^{-1}$. For each value of $\beta$ considered, we performed the computations for 11 uniformly spaced aspect ratios $\alpha \in [1, 1.5]$ (all shown)

observed away from the bifurcation point.

5. Solutions of the amplitude relation

We can now search for solutions of the nonlinear PDE [3.21], following the method set out by Lega and Goriely [44]. First, let us consider traveling wave solutions for which

$$a(\zeta, \tau) = \tilde{a}(\zeta - c\tau)e^{i\omega\tau},$$  \hfill (5.1)
for some wave speed $c$ and phase shift $\omega$. Writing $\xi = \zeta - cr$, we then obtain
\[(\mathcal{E}_2 - c^2)\dddot{\bar{a}} + 2i\omega\dot{\bar{a}}' + (\mathcal{E}_0\gamma_1 + \omega^2)\bar{a} + \mathcal{E}_1|\bar{a}|^2\bar{a} = 0. \tag{5.2}\]

This can be further transformed into a pair of real-valued equations by writing $\bar{a}$ in polar form, i.e. $\bar{a}(\xi) = r(\xi)e^{i\theta(\xi)}$, and taking real and imaginary parts of the resulting equation. Here it is useful to write the derivative of $\theta$ as $\Theta$
\[(\mathcal{E}_2 - c^2)\dddot{r} + (-2\omega\Theta(\mathcal{E}_2 - c^2)\Theta' + \mathcal{E}_0\gamma_1 + \omega^2) r + \mathcal{E}_1 r^3 = 0, \tag{5.3}\]

We can then find two first integrals of (5.3):
\[\Phi_1 = c(\mathcal{E}_2 - c^2)\omega(r')^2 + (\mathcal{E}_2 - c^2)\Theta(\omega\Theta - \mathcal{E}_0\gamma_1 - \omega^2) + \frac{1}{2}c\Theta r^4, \tag{5.4}\]
\[\Phi_2 = -r^2 ((\mathcal{E}_2 - c^2)\Theta + \omega).\]

The latter equation can be rearranged to provide a closed form expression for $\Theta$ in terms of $r$:
\[\Theta = -\frac{\Phi_2 + \omega r^2}{(\mathcal{E}_2 - c^2)r^2}. \tag{5.5}\]

The two first integrals can be combined to write down a useful conserved quantity
\[\Phi = (\mathcal{E}_2 - c^2)(\Phi_1 - \mathcal{E}_0\gamma_1\Phi_2) - (\mathcal{E}_2 + c^2)\Phi_2\omega^2. \tag{5.6}\]

In particular, we can interpret $\Phi$ as a Hamiltonian for the motion of a particle in a potential $V_{\text{eff}}$ defined as follows:
\[\Phi - (r')^2 = v_{-2}r^{-2} + v_2r^2 + v_4r^4 =: V_{\text{eff}}, \tag{5.7}\]

where the coefficients $v_i$ are given by:
\[v_{-2} = \frac{\Phi_2^2}{(\mathcal{E}_2 - c^2)^2}, \quad v_2 = \frac{\mathcal{E}_2(\mathcal{E}_0\gamma_1 + \omega^2) - c^2\mathcal{E}_0\gamma_1}{(\mathcal{E}_2 - c^2)^2}, \quad v_4 = \frac{\mathcal{E}_1}{2(\mathcal{E}_2 - c^2)}. \tag{5.8}\]

Depending on the values of the parameters, the “potential” $V_{\text{eff}}$ can take a number of different shapes (illustrated in figs. [10] and [11]), only some of which support periodic orbits. Of particular importance in determining this are signs of $v_2$ and $v_4$ as well as whether $v_{-2}$ vanishes. Let us restrict our attention to the static case ($c = \omega = 0$). We always have $\mathcal{E}_0 > 0$ and $\mathcal{E}_2 > 0$ and we see a sign change in $\mathcal{E}_1$ from negative for $\beta > \beta_{ss}$ to positive for $\beta < \beta_{ss}$. At the same point, we also see a change in the sign of $\gamma_1$ from positive to negative as the system changes from supercritical to subcritical with decreasing $\beta$. The coefficients of $V_{\text{eff}}$ are given by
\[v_{-2} = \frac{\Phi_2^2}{\mathcal{E}_2^2}, \quad v_2 = \frac{\mathcal{E}_0\gamma_1}{\mathcal{E}_2}, \quad v_4 = \frac{\mathcal{E}_1}{2\mathcal{E}_2}. \tag{5.9}\]

By considering the shape of $V_{\text{eff}}$, we see that if $\Phi_2$ (and hence $v_{-2}$) vanishes, we can find localized solutions if and only if $v_2$ and $v_4$ have opposite sign. By the observations above, we see that this is
always true. If $\Phi_2$ is nonzero, we must have $v_2 > 0$, $v_4 < 0$ and $\sqrt{3v_2^2} + 9v_4 > 0$ in order to see such

![Figure 10: Potentials for which $v_{-2}$ vanishes](image1)

solutions, which immediately limits us to the supercritical case. In our efforts to better understand

![Figure 11: Potentials for which $v_{-2}$ does not vanish](image2)

the subcritical case, let us focus on the case in which $v_{-2} = 0$, $v_2 < 0$ and $v_4 > 0$. Localized solutions in such potentials consist of homoclinic orbits linking $\tilde{r} = 0$ to itself. The maximal value of $r$ achieved in such orbits can easily be seen to be

$$r_{\text{max}} = \sqrt{-\frac{v_2}{v_4}} = \sqrt{-\frac{2\phi_0\gamma_1}{\dot{v}_1}}.$$  

(5.10)

### 5.1. Explicit solutions

In order to compute explicit solutions, it is convenient to make the substitution

$$\tilde{r}(\xi) = -\left(\frac{v_2}{3} + v_4 r(\xi)^2\right).$$  

(5.11)

The Hamiltonian [5.7] then becomes

$$(\tilde{r}')^2 = 4\tilde{r}^3 - g_2\tilde{r} - g_3,$$  

(5.12)

where the invariants $g_i$ are given by

$$g_2 = \frac{4}{3}(v_2^2 + 3\Phi v_4), \quad g_3 = -\left(\frac{8v_2^3}{27} + \frac{4\Phi v_2 v_4}{3} + 4v_2^2 v_{-2}\right).$$  

(5.13)
So long as \( g_3 \neq 27g_3^2 \), the general solution of (5.12) is given by

\[
\tilde{r}(\xi) = \wp(\xi + \xi_0|\omega_1, \omega_3), \tag{5.14}
\]

where \( \wp \) is the Weierstrass elliptic function and \( \xi_0 \) is a constant of integration. To compute the half periods \( \omega_i \), let us label the roots of the cubic on the right hand side of (5.12) as \( e_1, e_2 \) and \( e_3 \) so that it reads

\[
(\tilde{r}')^2 = 4(\tilde{r} - e_1)(\tilde{r} - e_2)(\tilde{r} - e_3). \tag{5.15}
\]

If \( g_3^2 > 27g_3^2 \), all three roots are real and distinct. In this case, let us order them so that \( e_1 > e_2 > e_3 \). We then have

\[
\omega_1 = \int_{e_1}^{\infty} (4\tilde{r}^3 - g_2\tilde{r} - g_3)^{-1/2} \, d\tilde{r}, \\
\omega_3 = i \int_{e_3}^{\infty} (4\tilde{r}^3 - g_2\tilde{r} - g_3)^{-1/2} \, d\tilde{r}, \\
\omega_2 = -(\omega_1 + \omega_3). \tag{5.16}
\]

For a detailed review of the theory of elliptic functions in this context, refer to Whittaker and Watson \[54\]. Reversing the transformation (5.11), we can now write an expression for \( r \):

\[
r(\xi) = \sqrt{-\frac{v_2 + 3\wp(\xi + \xi_0|\omega_1, \omega_3)}{3v_4}}. \tag{5.17}
\]

At this stage, we make the important observation that in the static case, the first integrals (5.4) are actually scalar multiples of one another:

\[
\Phi_1 = -C_0C_2\gamma_1r^2\Theta, \quad \Phi_2 = -C_2r^2\Theta. \tag{5.18}
\]

If \( \Phi_2 \) vanishes, \( \Phi_1 \) (and hence \( \Phi \)) must also vanish and either \( r \equiv 0 \) or \( \theta \) is constant (i.e. it just has the effect of a uniform phase shift). The vanishing of both \( \Phi \) and \( \Phi_2 \) means we now have \( g_3^2 = 27g_3^2 \) and \( \omega_3 = \infty \). In this special case, the Weierstrass elliptic function and its imaginary half period \( \omega_1 \) can be expressed in the following elementary fashion:

\[
\wp(\xi|\omega_1, \infty) = \left( \frac{\pi}{2\omega_1} \right)^2 \left( \frac{1}{\sin^2 \left( \frac{\pi \xi}{2\omega_1} \right)} - \frac{1}{3} \right), \quad \omega_1^2 = \frac{g_2\pi^2}{18g_3} = \frac{C_2\pi^2}{4C_6\gamma_1}. \tag{5.19}
\]

We can now use (5.17) and (5.19) to write down an explicit form for a localized solution in the subcritical case \( v_2 < 0, v_4 > 0 \). Taking \( \xi_0 \) to be an odd multiple of \( \omega_1 \) in (5.14) to ensure a real-valued solution, we then obtain

\[
r(\xi) = \sqrt{-\frac{2C_6\gamma_1}{C_1}} \sech \left( \sqrt{-\frac{2C_6\gamma_1}{C_2}} \xi \right). \tag{5.20}
\]

Finally, we return to our perturbation expansion (3.1) and periodic decomposition (3.3) to realize mathematically the profile of a variable amplitude solution to our system, an example of which is shown graphically in Figure 12.

In the subcritical case that supports localized solutions \( (v_2 < 0, v_4 > 0) \), we have \( g_3^2 > 27g_3^2 \) for all positive values of \( \Phi \). Closer inspection of the \( \omega_i \) show that for values of \( \Phi \) sufficiently close to 0, the period of the homoclinic orbits described in the previous section can be made arbitrarily large.
In the limiting case, the solution would become entirely localized, corresponding to a deformation concentrated at a point. While it is attractive to consider that creasing phenomena could perhaps be understood in this fashion, significant further investigation and interpretation is required before any such conclusions can be made.

6. Conclusion

This paper gives a detailed exposition of the post-buckling behavior of an elastic film bonded to an elastic substrate and subjected to compressive stress induced by either growth of the film or lateral compression. First, a weakly-nonlinear analysis was carried out to derive an amplitude equation that describes how the magnitude of surface oscillations increases past the critical growth factor. Analysis of this equation also yielded a threshold value for the transition between a supercritical and subcritical bifurcation when the film becomes sufficiently soft relative to the substrate. These analyses were corroborated by a numerical bifurcation analysis using a carefully chosen finite element discretization, which obtained good agreement with the post-buckling amplitude without fitting parameters. A numerical scheme to directly compute the bifurcation point of the system was described and used to investigate the effect of domain aspect ratio on the observed value of the critical growth factor in the computations. Finally, we were able to characterize qualitative behaviors of non-constant solutions to the amplitude equations, give an explicit general solution in terms of an elliptic function and realize a variable-amplitude solution of our system in the subcritical regime that features completely localized deformation. One limitation of our work is the restriction of our analyses to the case of uniaxial compression in plane strain. The stream function approach does not easily generalize to the fully three-dimensional description required for the study of biaxial compression. In this case, recent progress has been made in works such as [16] by analysis of the original equations, but this forgoes the benefits of exact imposition of the incompressibility constraint that the stream function formulation provides. While aspects of our analysis appear similar to previous works, we believe that a detailed post-bifurcation analysis validated with a dedicated numerical scheme is necessary for the further development of the field. In particular, outstanding questions regarding the long-time behavior of the
subcritical bifurcation branches and secondary bifurcations \[12, 26\] such as period-doubling and ridge formation remain open.

Acknowledgements

This work was supported by the Engineering and Physical Sciences Research Council grants EP/R020205/1 (Alain Goriely), EP/R029423/1 (Patrick Farrell) and EP/L015811/1 (Hamza Alawiye). We thank Prof. Simon Tavener and Dr. Jessica Williams for productive discussions regarding the effects of the aspect ratio of the computational domain on the results of our simulations.

Appendix A. Boundary conditions

The boundary and decay conditions for the Euler-Lagrange equations (2.5) are given by:

\[
\begin{align*}
\frac{\partial \Psi_f}{\partial x} &= \frac{\partial \Psi_s}{\partial x}, \\
\frac{\partial \Psi_f}{\partial Y} &= \gamma^2 \frac{\partial \Psi_s}{\partial Y}, \\
\frac{\partial}{\partial Y} \left( \frac{\partial f}{\partial (\partial_Y \Psi_f)} \right) + \frac{\partial}{\partial x} \left( \frac{\partial f}{\partial (\partial_x \Psi_f)} \right) &= \frac{\partial}{\partial Y} \left( \frac{\partial f}{\partial (\partial_Y \Psi_s)} \right) + \frac{\partial}{\partial x} \left( \frac{\partial f}{\partial (\partial_x \Psi_s)} \right), \\
\gamma^2 \frac{\partial f}{\partial (\partial_Y \Psi_f)} &= \frac{\partial f}{\partial (\partial_Y \Psi_s)}, \\
\frac{\partial}{\partial Y} \left( \frac{\partial f}{\partial (\partial_Y \Psi_f)} \right) + \frac{\partial}{\partial x} \left( \frac{\partial f}{\partial (\partial_x \Psi_f)} \right) &= 0, \\
\frac{\partial f}{\partial (\partial_Y \Psi_f)} &= 0, \\
\lim_{Y \to -\infty} \frac{\partial_x \Psi_s - Y} = 0, \\
\lim_{Y \to -\infty} \frac{\partial_Y \Psi_s - x} = 0.
\end{align*}
\]

The derivation of these conditions is given in [1].

Appendix B. Comparison of amplitude of numerical and analytical solutions

In order to compare the observed amplitude (4.6) with our analytical prediction, we recall that the vertical displacement can be computed from the stream function in the growth case by

\[
v = y - Y = \frac{\partial \Psi}{\partial x} - Y.
\]

Taking the first two terms of the perturbation expansion (3.1) and substituting in (3.3), we find that

\[
v|_{Y=1} = \gamma^2 - 1 + \epsilon \left( ik a(e x, et) h^{(1,1)}(1) + \text{c.c.} \right) + O(\epsilon^2).
\]
Substituting in the constant amplitude solutions \(3.22\), we then have

\[
a_{\text{obs}} = \|v\|_{L^\infty(Y=1;\mathbb{R})} - (\gamma^2 - 1) = 2k \sqrt{\frac{\partial(\gamma - \gamma_{cr})}{\partial \gamma_{cr}}} \left| h^{(1,1)}_f(1) \right| + O(\epsilon^2),
\]

which can be computed explicitly to produce figures such as Figure 7.
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